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Instead of an introduction...

Assignment:

0 In a moment you will see some cutting-edge
applications of data mining

[0 How could you use similar solutions in your work?

[0 After the presentation I will ask you the following
questions:

B what problem do you want to solve?
B what data could be used for solving the problem?
B where do you see biggest obstacles?



Agenda

Fraud Detection:
B fraud with credit cards: profiles
B skimming: group behavior

Recommender Systems:
B Netflix
B ECI

Cows and Navigation Systems:
what do they have in common?

Review of the ASSIGNMENT




Credit Card Fraud in UK (2005)

¢ 2.000.000 Euro's lost each day !

® A fraud transaction every 9 seconds
® 33% of cardholders affected by fraud
® "ONLY"” 0.141% fraudulent transactions

Challenge:

build an intelligent, self-learning system
that detects fraud in real-time!



Fraud is difficult to spot:

® No “universal fraud patterns”
(what is normal for one cardholder is unusual for another)

® Fraud patterns changing dynamically
(thieves are clever: action => reaction)

® Huge volumes of data
(hundreds of transactions per second, millions of accounts)



A perfect fraud detection system:

® Tuned to every cardholder
(each cardholder treated individually)

® Adaptive
(evolve with slow/small changes in cardholder
behavior)

® Fast (real-time)

® High accuracy



A system based on profiles !!!

® Every cardholder gets a vector of parameters that
describe his/her behavior:
an “‘average-behavior” profile

® The system constantly compares this “long-term” profile
with the recent behavior of cardholder

® Transactions that do not fit into cardholder’s profile are
flagged as suspicious (or are blocked)

® Profiles are updated with every single transaction,
so the system constantly adopts to (slow and small)
changes in cardholders’ behavior



How does it work?

Transaction Record
(CardNr, Time, Amount, ...)

\‘( SCORING

PROFILES 1 i




Data Mining Challenges

® Identification of profile variables

® Sampling (very skewed distributions)

® Development of the scoring model

® Optimization criterion: what do we optimize
® # detected fraud transactions?
® i detected fraud cards?

® amount of money saved?
. [ I I |



Yes, we can!

® A powerful system
® No tuning needed (self-learning!)

® Unlimited scalability & speed
(could serve whole China on a single PC!)

® Could be even implemented on card chip!

What about skimming fraud ???






Fighting Skimming Fraud:
traditional approach

[0 An ATM/PQOS terminal is compromised

[ Cards are skimmed and copied

[ Criminals start cleaning compromised accounts
[0 Some victims realize it and alert banks

[1 Banks analyze data to find a Common Point of Purchase
(a CPP): a single terminal on which reported cards
were used together on the same day

[0 All other cards used on the CPP are blocked

[ Usually it's too late ...

More than 200 million Euro's lost per year !!!
(in Europe only)
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Challenge: real-time detection!

[0 Monitor in real time all POS/ATM transactions

[ Detect unusual patters and block compromised cards as
quickly as possible

[] Ideally: block compromised cards before fraud is
discovered!

1 A big question: can we do it ??7

[J Some numbers:
B 3000.000.000 transactions per year
B up to 15.000.000 transactions per day
B up to 400 transactions per second (peak hours)
B 100.000.000 cards
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Speed Is the key !

Maintain a sliding buffer of the last billion

transactions in RAM (fast memory)

Organize the transactions in such a way that

some queries could be executed very fast

Develop some clever algorithms that operate on

this data structure

WIll it work??? Yes, it will !l
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"Vooruitdenken in betalingsverkeer"
(Management Team Financials, October 2009; www.fdec.nl)

Antoon Kuijpers (Board of Directors Equens Europe):
"De Vrije Universiteit heeft enorm bijgedragen aan een nieuw, state of
the art en uiterst krachtig systeem voor het vaststellen van fraude.

De detectie van fraude richt zich niet alleen op creditcards, maar ook
op skimming van bankpassen, en is gebaseerd op kenmerken

van de kaarthouder, kenmerken van de transactie, de winkel en de
onderlinge samenhang.

Het systeem reageert op afwijkende transacties, waardoor passen zeer
snel kunnen worden geblokkeerd. Zo wordt het ‘window of opportunity’
voor criminelen teruggebracht van enkele dagen tot enkele minuten,
waardoor mogelijke schade enorm wordt beperkt." 16



NETFLIX Challenge (2006)

Biggest on-line DVD movie rental company:

B 5 million active customers
B 80.000 movies to choose from

B ship 2 million disks per day

How people choose from 80.000 movies???

B Get feedback: 3 million ratings per day

B Analyze data and predict preferences:
1 billion predictions per day

B The CINEMATCH system: state-of-the-art (in 2006)
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Welcome I How It Works I Browse Selection I Start Your FREE Trial Free Trial Info

Browse Selection

Wie have vifually every DVD published - from classics and new releases to TY
and cable series You'll be able to choose from over 80,000 DD titles. In
addition, you'll be able to select from over 2,000 instant viewing movies {such as
the Matrix, Super Size Me, and Zoolander) to watch instantly on your PC:

Mew Releases (see more

zhost Rider Breach The hessengers husic and Lrics Blood Diamond 3[‘.“{"}"' TitIES
: A 200+ Genres

Browse Owur Selaction

MHew Releases
Actian & Adventure
Anime & Animation
Blu-ray

Action 8 Adventure ises rmore Children & Family

Classics
Pirates of the
Caribbean: Dead hlizgion: Impossible camed

Casino Rovale Man's Chest Superman Returns il Inside Man Documentary
z Drama

Faith & Spirituality
Foreign
Gay & Leshian
HD DD

Harrar

Independent
Music & Musicals

Drama (see more) ——
The Pursuit of Sci-Fi & Fantasy
Happyness The Guardian The llusionist Special Interest
M . el g - Spons & Fithess
Televizion

Thrillers




Show Interest
Get Recommendations

Other Movies You Might Enjoy
Rope has been added to
your Queue at position
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add
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= Also In Classics!




NETFLIX in 2010-2012:

20 million subscribers

receive 10 million ratings a day

generate 5 billion predictions per day

Movies distributed via Internet

Accuracy of predictions and speed of the
system is crucial for maintaining competitive
advantage!

= Announce a $1.000.000 CHALLENGE !!!
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www.netflixprize.com

$ 1.000.000 Grand Prize for a data miner
who will improve the accuracy of Netflix
recommendation system by 10% !!!

Started in October 2006
To be finished in or before October 2011
FINISHED in September 2009!!!

A follow-up challenge will start soon...
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The Netflix Challenge

100.000.000 rating records collected over 1997-2005

rating record:
<customer_id, movie_id, date, rating>

500.000 customers
18.000 movies
rating = aninteger: 1, 2, 3,4 0r 5

Additionally, 3.000.000 test records:
<customer_id, movie_id, date, ? >

GOAL: fill in “?’s” with numbers,
so the error is minimized!
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RMSE and percents

RMSE=Root Mean Squared Error

RMSE = \/12(predicted —true)®
n=1

Netflix baseline: RMSE=0.9514

1% improvement: RMSE=0.9419

5% improvement: RMSE=0.9038

10% improvement: RMSE=0.8563 23




A brief history of the
competition

October, 2006: Start of the Competition

After 7 days: Netflix base-line reached !!!

After 42 days: 5% improvement (one page in C!!!)
January: 6% improvement

May: 7% improvement

October 2007: 8.46%

October 2008: 9.4%

August 2009: 10.04%
($1.000.000; a Team of Teams)

O O 0O 0O 000

24



Main Trick: feature vectors

Assume that each user can be described by
100 numbers (features) and that each movie
can also be described by 100numbers, such
that the user rating is given by

the dot products of these (unknown)
numbers:

Rat i ng[ user] [ novie] =
sunm(user Feature[f][user] *novi eFeature[f][ novie])

Find optimal values of these 50M unknowns by
a simple optimization procedure! 25




Simon Funk'’s trick

Amazingly short code (essential part: 2 lines!)
Can be run on a laptop with 1GB in a few hours
Very good results (5% better than Netflix)

Vector representations can be used for
clustering, visualization, interpretation, etc.
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Recommender systems: @,

Input: 10.000.000 purchase records:

B 500.000 customers
B 50.000 products

B purchase record: <customer, product>

Recommender Algorithm
v

Output: a matrix 500.000 x 50.000 numbers:

— for every <customer, product> combination
the probability that the customer will buy the product,



Customer

Product

[
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How do they work?

Recommender Algorithm

Customer Product FBrob

1 345 0.32
1 2364 | 0.15
1 743 0.07
2 354 0.12
2 6443 | 0.03
2 12334 | 0.01
3 432 0.44
3 74321 | 0.21
3 864 0.18
4 2345 | 0.16
4 532 0.04
4 2656 | 0.01

500000 345 0.31

500000 43378 | 0.3

500000 2350 | 0.26




What can you do with them?

Customer

Product H

Prob

1

345

0.32

1

2364

0.15

1

743

0.07

2

354

0.12

1) one-to-one marketing

2) N-to-one marketing

3) expected demand for each product

4) best mailing selection for a product (mix)
5) best K-combinations of N-products

6) ...

"best chance of purchase"
or

"best monetary value"

2
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Problem: Sell 5 Thrillers via Newsletter

[0 Select clients that will buy any of the 5 thrillers:

m TOT HET VOORBIJ IS, FRENCH, NICCI

B ONAANTASTBAAR, SLAUGHTER, KARIN

B GENIAAL GEHEIM, BALDACCI, DAVID

B DE ELFDE PLAAG, SMITH, WILBUR

B DOOD DOOR SCHULD, BEISHUIZEN, TINEKE
[0 Three selections of about 20.000 clients:

B Random

m ECI

B A Recommender System

0 Evaluation:

B two weeks after mailing, ECI analyzes response A



Conclusion: The Big Winner!

[0 Our Recommender System gives better results:

O Click Through Rate:
129% (relative), 3.6% (absolute) better than ECI

O Return per Mail:
3.4 times better than random
1.7 times better than ECI

[0 No background knowledge, no thinking, just data
[0 Fast (real-time predictions)
0 Unlimited Scalability (billions of records)

True power still unleashed: 1-2-1 selections 1!
32



Assignment!!! (finally ...)

How could you use similar solutions
In your situation?

B What problem do you want to solve?

B What data could be used for solving
the problem?

B Where do you see biggest obstacles?
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Thank you

good luck with data mining!
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